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Summary. A formally exact Lie-algebraic description of the dynamics on anhar- 
monic potential energy surfaces is developed. The anharmonic hamiltonians be- 
long to infinite dimensional Lie-algebras. Two ways of decomposing the algebras 
in the boson representation are presented. The evolution operator resulting from 
these two methods, which differ in the ordering of the boson operators, is shown 
to correspond to the time dependent generalizations of normal coupled cluster 
method (NCCM) and the extended coupled cluster method (ECCM). Relative 
merits of the two approaches are discussed. The NCCM formalism is applied to 
calculate the 0 --* n vibrational transition probabilities of an exponentially per- 
turbed harmonic oscillator modeling the collinear inelastic collision of He + H2 
system. Good agreement with the basis set expansion approach is obtained with 
the Lie-algebraic approach showing a better convergence pattern. 
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1 Introduction 

Dynamics of nonstationary states on anharmonic potential surfaces plays a major 
role in several processes of chemical interest. The simplest approach to calculate 
such dynamics is to expand the time dependent wave function as a linear superposi- 
tion of the basis vectors of an appropriate Hilbert space. However, the computa- 
tional effort in such an approach scales exponentially with the number of degrees of 
freedom in the system, rendering it intractable for systems with more than three to 
four degrees of freedom at present [1]. This basis set bottleneck has prompted 
several authors to look for alternative approaches to study anharmonic dynamics 
[2-16]. 

One such method which received attention in recent years is the Lie-algebraic 
method [2 8, 17, 18]. The essential feature of the algebraic approaches is the 
realization that if the hamiltonian is an element of a Lie-algebra, 

H = ~ hili, (1.1a) 
i 

[li, lj] ~- Z Cktk'  (1.1b) 
k 
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the time evolution operator can be parametrized as the exponential of an antiher- 
mitian element of that algebra [16, 17]. 

U = exp(X), (1.2a) 

X = - X + = ~ xi I i .  (1.2b) 
i 

Here the coefficients C~ are the structure constants of the algebra. 
The governing equations for the coefficients of the generators of the evolution 

operator are obtained by substituting the ansatz (1.2a) into Schroedinger's equa- 
tion. The resulting expressions are compact and provide a convenient route for 
generating the solution either perturbatively as is done in Magnus expansion [163 
or nonperturbatively [2-6]. 

The advantages of the algebraic method are most striking when the Lie-algebra 
is finite dimensional. In this case, the number of independent variables required to 
define the evolution operator globally is finite, even if the underlying Hilbert space 
is infinite dimensional. The most general class of hamiltonians that belong to 
a finite dimensional Lie-algebra, other than the projection operator algebra opera- 
tive in finite dimensional vector spaces, are the quadratic hamiltonians. Conse- 
quently, a large body of studies have appeared in which quadratic hamiltonians 
which belong to the harmonic oscillator algebra have been studied by the Lie- 
algebraic method [2-6] and the closely related Gaussian wave packet propagation 
techniques [8-12]. Since most problems of practical interest require dynamics 
on anharmonic surfaces, the harmonic oscillator algebra cannot provide an exact 
solution for the evolution operator of such systems. Instead, the algebraic theory is 
used to develop an intermediate picture representation (Ref. [2(0]) in which the 
convergence pattern of the time dependent wave function is improved compared to 
that in the conventional basis set expansion approach. 

In this paper we present a completely Lie-algebraic method for the calculation 
of dynamics generated by anharmonic hamiltonians that bypasses the basis set 
expansion. All anharmonic hamiltonians with fixed number of degrees of freedom 
are elements of a s ingle  infinite dimensional Lie-algebra. Thus they can all be 
treated on the s a m e  generic footing i r respec t i ve  of the specific interaction potential 
that characterises the system. These algebras are introduced in Sect. 2 along with 
a discussion on the difficulties encountered when a canonical representation of the 
evolution operator such as Eq. (1.2) is invoked. Briefly, these consist of the follow- 
ing: Since the algebra is infinite dimensional, the number of independent variables 
required to parametrize the evolution operator is also infinity. Consequently, 
truncations are necessary in any practical calculation. Even then, the governing 
equations for the generators of the evolution operator contain infinite order 
polynomials of the unknown coefficients necessitating further approximations. 
In addition, under some exotic conditions, the existence of the solution is also 
questionable [163. 

These problems can be surmounted by parametrizing the evolution operator in 
a noncanonical product of exponential operators. Wie and Norman [18] and Wolf 
and Korsche [19] have discussed a reduction principle when the algebra under 
consideration has an invariant subalgebra. More recently this reduction principle 
was extended to algebras which have only noninvariant subalgebras by Sreelatha 
and Prasad [20]. This reduction principle is reviewed in Sect. 2.1. We then use it to 
construct the time evolution operator for a general 1-d anharmonic oscillator 
in Sect. 2.2. 
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The algebra of the anharmonic oscillators can be realized either in the coordi- 
nate space in the form of differential operators or equivalently, in the boson 
ladder operator form in the Hilbert space spanned by the harmonic oscillator 
eigen functions. The evolution operator generated by the algebraic approach 
in the boson operator representation turns out to be the time dependent general- 
ization 1-24] of the ansatz postulated by the coupled cluster method (CCM) 
[24-32] for the anharmonic oscillators [33-38]. The concepts invoked in the 
CCM such as the cluster decomposition property [25] and the subsystem 
embedding condition [28] emerge naturally in the algebraic approach. It turns 
out that the usage of the Wie-Norman product form in which the operator 
sequence is chosen by the reduction principle eliminates both the problems en- 
countered in the construction of the anharmonic evolution operator by the alge- 
braic approach. Generalizations to multidimensional systems are discussed in 
Sect. 2.3. 

As the number of variables required to describe the system by the algebraic 
approach is infinity, truncations are necessary in any practical calculation just as in 
the case of basis set expansions. In Sect. 3 we use the algebraic approach to follow 
the dynamics of an exponentially perturbed harmonic oscillator with a view to 
understand its convergence behaviour. It turns out that, at least for this system, the 
algebraic approach has a better convergence behaviour than the corresponding 
basis set expansion approach. As we noted earlier, all the anharmonic hamil- 
tonians belong to the same Lie-algebra. Thus we expect these trends to be more 
general. Finally, in the last section, we conclude with a general discussion of the 
method. 

2 Methodology 

We now turn to the construction of the time evolution operator for anharmonic 
oscillators. For  concreteness, we discuss one dimensional systems below. The most 
general form of the hamiltonian in such a case is 

H = pZ/2m + ~ (1/n!)V,q". (2.1a) 
n = 0  

Here q and p are the coordinate and the momentum operators of the particle, m is 
the mass and V, are the coefficients appearing in the Taylor series for the potential 
energy function. Note that we make no assumptions regarding the potential energy 
function other than that it has a well defined Taylor series. This hamiltonian is an 
element of the infinite dimensional Lie-algebra 

Lo = {Q,,, = q"p"; 0 ~< m, n ~< to } (2.2a) 

(unless the summation in Eq. (2.1a) is restricted to at most quadratic terms). 
Transforming to the harmonic oscillator ladder operator representation, we have 

H = ~ h, , ,a+"a ". (2.1b) 
m,n  

Here a + and a are the usual harmonic oscillator ladder operators. In this repres- 
entation Lo is given by 

Lo = {Am, = a+man; 0 ~< m, n ~< oe }. (2.2b) 
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We shall make use of this representation in the following discussion. Given that 
H is an element of Lo, we can parametrize the evolution operator U as 

U = exp [S], (2.3) 

S ~ Sm, a+ma"; Sm, = = - S,m. (2.4) 
I*g~?t = 0 

This representation runs into two difficulties. To begin with, even when the sum- 
mation for S operator in Eqs. (2.3) and (2.4) is restricted to some finite values of 
m and n (m, n/> 2), the Hausdorff expansion gives a nonterminating series. Since 
little is known about the magnitudes of S~, a priori, it becomes difficult to evaluate 
them numerically without invoking some further approximations. The second 
problem with the representation (2.3), (2.4) is that under some conditions the 
governing equations are not well defined [16]. 

Both these problems arise because the ansatz (2.3), (2.4) treats stepup and 
stepdown operators on equal footing. As a consequence, the multicommutator 
expansion becomes a nonterminating series. If these two sets of operators are 
disentangled and written as separate exponentials these difficulties would not 
appear. This provides the motivation for invoking a Wei-Norman product form 
for the evolution operator. In Sect. 2.1 we discuss a reduction principle by which 
such a disentanglement of operators can be achieved in a systematic fashion by 
exploiting the subalgebra structure of Lo and in Sect, 2.2 we will use it to construct 
the evolution operator for the 1-d anharmonic oscillators. Extensions to multi- 
dimensional AHOs will be presented in Sect. 2.3. 

2.1 Reduction principle and decoupling of algebraic evolution operator 

In this section we present the details of the reduction principle by which the 
evolution operator can be written as a product of exponentials whose equations of 
motion are decoupled from each other. 

Consider now the situation where the Lie-algebra Lo containing the hamil- 
tonian H has a subalgebra L1 spanned by the operator set {l~ } and define Co as the 
difference of Lo and L1 

C o = { / ° } = L o - L 1  c L o .  (2.5a) 

If U is parametrized as 

U = UoUR, (2.5b) 

Uo = exp(Xo), (2.5c) 

.Xi li  , 10 ~ Co, (2.5d) Xo=Y  o o .  
i 

the governing equation for Us is obtained by substituting Eq. (2.5b) in the TDSE 
and is given by 

iUR = HR UR, (2.6a) 

HR = Uo 1 HUo -- iUo ~ 00. (2.6b) 
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Note that by Eq. (2.6), UR is generated by the effective hamiltonian HR. Thus an 
exponential representation of UR is generated by the operator basis of the algebra 
to which HR belongs. In general, HR belongs to Lo. However it is possible to restrict 
HR to L, ,  by requiring that all the coefficients of the 1 ° operators in HR vanish. With 
this, it would now be possible to parametrize UR strictly in terms of the operators of 
L1 alone. Since Co does not contain any of the operators belonging to L1, this leads 
to a product form of U in which the governing equations for the coefficients of the 
operators in Co are decoupled from the coefficients of the operators in L1. Since the 
number of x ° variables is equal to the number of operators l ° in Co by defini- 
tion (Eq. (2.5d)), these equations can always be satisfied. Formally this can be 
written as 

(Uo 1HUo - i Uo  ~ 0o)~ o = 0, (2.6c) 

which becomes the working equation for 00. With Eq. (2.6c) satisfied and conse- 
quently HR restricted to L1, UR can now be parametrized as 

UR = exp(X1) (2.6d) 

X1 ~ i i = x~li, l~ ~L1. (2.6e) 
i 

Note that to solve Eq. (2.6e) for x o coefficients, no knowledge of the x ] coefficients 
is needed. Thus, the two sets of equations for x ° and x] coefficients are decoupled 
from each other. The result of Eqs. (2.5)-(2.6) can easily be generalized to a situ- 
ation when Lo has a sequence of subalgebras Lk such that Lo -~ L1 D L2 ... The 
evolution operator can be factorized as 

U = I~ Uk, (2.7a) 
k 

Uk = exp(Xk), (2.7b) 

xili ,  l icCk =Lk--La+l .  (2.7C) X k ~ 2  k k. k 
k 

The decoupled equations of motion for the coefficients of the generators are 
given by 

(U;lHkUk -- i g~ -1/)~)1~ = 0, (2.8) 

H k  = u k ~ l l g k  - 1 U k - 1  - -  i U k l l  ~rk_ i . (2.9) 

2.2 Evolution operator for one dimensional AHO 

We now turn to the construction of the evolution operator of a one dimensional 
anharmonic oscillator. There are several ways in which Lo (Eq. (2.2b)) can be 
decomposed as envisaged in Sect. 2.1. These correspond to different variants of the 
CCM ansatz [24]. We discuss two versions here. It is convenient tor this purpose to 
classify the operators in Lo as follows: 

(a) Sets of creation operators 

Ca={a+(k+")ak;n~> 1}, 0 ~ < k ~  oo; (2.10a) 
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(b) Sets o f  annihilation operators 

A k = { a + k a k + ~ ; n ~ l } ,  0~<k~< oe; (2.10b) 

(c) Sets o f  diagonal operators 

Dk = {a+kak}, 0 ~ k ~ 0o. (2.10c) 

Consider now the set of operators Lt = L0 - Co. Other than the identity 
operator in Do, all other operators in this set contain at least one annihilation 
operator. Consequently, their commutators also contain at least one annihilation 
operator. Thus L1 is closed under commutation and hence is a Lie-algebra. 
Consequently, the time evolution operator can be factorized as 

U =  UoUR, (2.11a) 

where Uo and /JR are exponential operators generated by the operators in Co and 
L1, respectively, 

Uo = exp [ ~  Smoa+m I , (2.1 lb) 

URn-exp[~r,,X,,], X m s L z .  (2.11e) 

Further, the set of operators L'~ = L1 --Do is also closed under commutation. 
Thus, UR can be further factorized as 

UR = UDoUh, (2.11d) 

where UDo and Uh are exponential operators generated by the operators in Do and 
L ~, respectively. 

U~o = exp(S0o), (2.11e) 

UR = exp r m X , , ,  X ' , , e L ' I  (2.1 lf) 

As per the discussion in Sect. 2.1, the working equations for the coefficient 
set Smo would be decoupled from the rest of the variables So0 and r;,. Similarly, 
equation for Soo depends upon Sin0 parametrically, but does not depend upon r~. 
Thus at the first stage U is factorized into three terms as follows: 

U = UoU~oUi. (2.11g) 

Continuing in the same vein, it can be verified that the sets of operators 
Lk+l = L'k -- Ck and L~+I = Lg+I -- Dk are subalgebras of  Lk} L'k for all k. The 
last set in this sequence of subalgebras is 

L~ = [)  Ak. (2.12a) k=l 
This can be further decomposed as follows: 

L'~ = L~ -- Ao, (2.12b) 

L 'i + 1 = L '~ -- Ak. (2.12C) 
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Thus the evolution operator after complete factorization reads as 

U =  l-[ [exp(Wk)exp(Zk)] [ I  exp(Yl), WkSCk, Zk~Dk,  Y~A1 ,  
k = 0  l = 0  

v S a+(m+k)a k Wk = Z., mk , Yk = ~ Ymk a+ka(m+k), Zk = Saka+ka a, 
m m 

(2.13) 

where m > k >~ 0. 
In the CCM parlance, this ansatz corresponds to the normal coupled cluster 

method (NCCM) [-24]. 
Returning to the equation of motion for Uo, 

we find 

(Uo ~ HUo -- i Uo ~ Oo)l o = O, (2.14a) 

= exp[  1 
= id/dt  + i ~, ;~mo a+~, (2.14b) 

since the remaining terms in the Hausdorff expansion are zero. Note that 3,,0 terms 
are not multiplied by any function which can go to zero. Hence these equations 
are free from questions regarding the existence of solutions. Turning now to the 
second term, 

UolHUo = H + ~ Smo[H, a +m] + 1/2! ~ SmoS,o[[H, a+m], a +"] + ... (2.14c) 

we note that the creation operators in H can be taken out as they commute with 
a + m operators of S. If the hamiltonian term contains k annihilation operators, the 
multicommutator expansion terminates after k nested commutators since no anni- 
hilation operators would be left to give a nonzero commutator. Thus the working 
equations would contain polynomial terms in Smo, no higher than kth power. This 
argument is easily generalized to show that the rest of the terms in U such as U1, 
U2 etc., are also free from these two defects unlike the canonical representation 
Eq. (1.2). 

The advantages of the ansatz (2.12) are best demonstrated in the context of 
the evolution of harmonic oscillator eigenstates. Consider as a first example, the 
evolution of the vacuum state, 

U , 0 ) =  e x p [ ~ S ~ o a + ~ +  So01,0 ), (2.15a) 

since all other generators acting on the vacuum state give zero. Thus, to obtain the 
dynamics of the vacuum state, only the Smo matrix elements are needed. Similarly, 
for the first excited state we find, 

U l l ) = e x p l  ~ S " ° a + " + S ° ° ; e x p [  ~ ,,=z 

(2.15b) 

Here the Smo matrix elements remain frozen from the previous calculation for the 
evaluation of the vacuum state by Eq. (2.14). Thus depending upon the state to be 
propagated U is automatically restricted. 
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A second sequence of subalgebras to Lo which yield the evolution operator 
corresponding to the so-called extended coupled cluster method (ECCM) [24] is 
obtained as follows: 

L1 = Lo --  Co, (2.16a) 

L'I = L~ -- Ao, (2.16b) 

L~ = L'~ -- Do, (2.16c) 

Lk = L ~ -  I - -  C k - 1 ,  (2.17a) 

L'k = Lk -- Ak- 1, (2.17b) 

L~ = L'k -- Dk-1. (2.17C) 

The evolution operator is given by 

U =  ]-1 [exp(Wk)eXp(Yk)eXp(Zk)]; WkeCk,  YkeAk,  ZkeDk .  (2.18) 
k = O  

The effect of U on the vacuum state is determined by three sets of parameters since 

u,o> =exPL Xmoa+']exp[ ,omamlexp(Xoo)lO>. (2.19) 

The equations of motion for the different cluster amplitudes Smo are obtained 
from Eq. (2.8). When truncations are made in the operator set, these equations also 
contain finite order polynomials only. 

Note that while the coefficients of the annihilation operator have no role to play 
in the NCCM approach, they influence the diagonal and higher rank cluster 
operators in the ECCM. Thus the computational effort in the NCCM is roughly 
half of that required by ECCM. In general, if one is interested only in the 
calculation of correlation functions or scattering amplitudes, the NCCM is prefer- 
able. On the other hand if expectation values are desired, the ECCM becomes the 
preferred method. This can be seen from the expressions for expectation values by 
both approaches over an arbitrary initial state Ira). Since U ÷ = U-1, we get from 
Eq. (2.13) for NCCM 

0 0 

(ml U + 0 U Im)NCCM = (ml I ]  exp( -- Yz) H (exp( -- Zk) exp( -- Wk)) 0 
l = m  k ~  oo 

x f l  [exp(Wk) eXp(Zk)] f l  exp(Yl)]m). 
k = O  / = 0  

(2.20) 

The corresponding expression for ECCM is given by 

0 

(ml O + 0 U}m)ECeM = (m] ~I [exp( -- Zk) exp( -- Yk) exp( -- Wk)] 0 
k m m  

x f l  [exp(Wk) exp(Yk) exp(Zk)] Ira). 
k = 0  

(2.21) 
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In the NCCM approach the knowledge of creation operators to all orders is 
required even if the expectation value is to be evaluated over a few boson state. This 
is in contrast to the situation in the ECCM where the cluster amplitudes of the 
creation operators corresponding to the larger boson state are not required. 

2.3 Generalizations to multidimensional systems 

The analysis presented above in the context of a one dimensional anharmonic 
oscillator is generalized to multidimensional systems almost trivially. The most 
general form of the hamiltonian for a D-dimensional AHO is given by 

D 
,-~ V(t) .,(2) H =  ~ p~pj/2m~ + L ~ q~ +1/2! ~ v ~ i q~q~ + ... (2.22a) 

i <<. j =  l i <<. j 

It can be shown by arguments similar to those for the one dimensional AHO, that 
this hamiltonian is an element of the algebra, 

..... t = qi Pi , 0 ~ hi, mi ~ o0 
i = 1  

(2.23a) 

irrespective of the particulars of the interaction potential. We note in passing that 
the Lie-algebra of 1-d AHOs is a subalgebra of this. In the boson operator 
representation the hamiltonian and the algebra take the form 

H = ~ h(mlnl m2n2 ... mDnD) [Ia~ + . . . .  a= , (2.22b) 
? n i , n i ~ O  ct 

(2.23b) 

A sequence of subalgebras similar to the 1-d AHO algebra can be found here 
also and can be used to factorise the time evolution operator. For example, the 
multidimensional analogues of Co, Do and L'~ are given by 

Co = {17I a+'o; 0 ~< n~ ~< Go}, (2.24a) 

Do = {1}, (2.24b) 

L'~ = { f i  a~ "'ae; O <~ n= <~ oo , (2.24c) 

With this, U can be parametrized as 

U = U 0 U 1 U 2 . . .  , (2.25a) 

U o = e x p l  ~ S°~, .... (a~)"~(a+)'2... +S°o  1, (2.25b) 
n l  n 2 ... 

...;=(a~ ) (a2) ... a= * + (2.25c) 711 n 2 
n l  n2 .., k_ ~/~ 
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etc. The only complication that arises is that the operators in the diagonal sets lead 
to nonterminating series and unlike in the one dimensional problem where each 
Dk contains only one element, these series cannot be analytically summed. Since 
each Dr, is a closed algebra, the exponentials involving these operators can be 
replaced with linear expansions, thus eliminating the infinite series. Thus U1 of 
Eq. (2.37c), for example, would be given by 

U l = e x p l  ~ ~ S 1 +,1 +,2 ] [ ~  ' + ] (2.25d) ,..;c~(al ) ( a2 )  a~ U~a~ ap n l n  2 ' ' ,  

n l  n 2 . . .  _ l  l _ c ~ , #  

3 Model applications 

In order to demonstrate the power of the algebraic approach we have studied 
the dynamics of the harmonic oscillator ground state governed by an expo- 
nentially perturbed harmonic potential. The hamiltonian of the system [223 is 
given by 

H = hcoa+a + F ( t ) e x p [ Z ( a  + + a)], (3.1a) 

where 

F(t) = E Sech2[(E/2m)l /2t /a]  (3.1b) 

and 

Z = (7/a)x/(h/(2Mco)).  (3.1c) 

This hamiltonian was used extensively in the past to model the inelastic 
scattering between an atom and a diatom in the collinear classical path approxima- 
tion [21, 2, 5, 6, 8]. In that context E is the total energy of the collision system. 
Since microscopic reversibility is lost in the classical path approximation, it is 
customary to define E as [2, 5] 

E = (1/8)m(vf + vl) 2. (3.2) 

Here vf and vi are the initial and final velocities appropriate to the transition 
under consideration, m and M are the reduced mass and the mass of the diatom 
respectively, and co is the angular fi'equency of the diatom. 7 and a characterize 
the interaction strength. In all the previous algebraic studies [2--8] this hamil- 
tonian was truncated up to second order to make it an element of the har- 
monic oscillator algebra. We do not invoke this approximation here. The para- 
meters of the system were chosen such that it corresponds to He-H2 system [2] 
and the collision energy was varied in the range 2hco ~< E ~< 20hco. Since we were 
interested in the dynamics of vacuum state only, the evolution operator takes the 
form 

Uo = exp S,(a+)" + So . (3.3) 
Ln=l 

In all the calculations, the truncation index N was varied between 2 and 7. These 
were integrated from - T  to + T ensuring that the appropriate transition 
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p r o b a b i l i t i e s  were  conve rged .  T h e  w o r k i n g  e q u a t i o n s  a re  o b t a i n e d  f i 'om Eq.  (2.14a) 
by i n v o k i n g  the  H a u s d o r f f e x p a n s i o n .  F o r  e x a m p l e  the  e q u a t i o n s  for  So a n d  $1 are  

i So = ½ ha) + Yo, (3.4) 

i $1 = S, ha) + I7o Y1, (3.5) 

w h e r e  

Y1 = Z + ~ S , " C 1 Z " -  1. (3.7) 
n = 2  

As  an  in i t ia l  s tep we s tud ied  the  sens i t iv i ty  of  S - m a t r i x  e l emen t s  on  the  
t r u n c a t i o n  i ndex  N in Eq .  (3.3). T h e  resul ts  o f  these  s tudies  are  p r e s e n t e d  in 
T a b l e  1 for  E = 7ha) and  20ha). F r o m  the  table,  i t  is a p p a r e n t  tha t  the  c lus ter  amp l i -  
tudes  a re  fair ly insens i t ive  to  the  t r u n c a t i o n  index  af ter  a b o u t  N ~> 4. 

T h e  t r an s i t i on  p robab i l i t i e s  f r o m  0 ~ 0, 1, 2, 3 for  s o m e  r e p r e s e n t a t i v e  ener -  
gies as a f u n c t i o n  o f  N a re  p r e s e n t e d  in T a b l e  2. As can  be  seen, these  are  also 
insens i t ive  to  the  t r u n c a t i o n  i ndex  for  N ~> 4. 

Las t ly ,  in T a b l e  3, we  p re sen t  0 ~ n t r an s i t i on  p robab i l i t i e s  for  severa l  energ ies  
w i th  N = 7. W e  h a v e  a lso  ca l cu l a t ed  the  t r an s i t i on  p robab i l i t i e s  by e x p a n d i n g  the  
w a v e  func t i on  as a l inear  s u p e r p o s i t i o n  of  h a r m o n i c  osc i l l a to r  basis  funct ions .  In  
m o s t  cases, the  a lgeb ra i c  resul ts  c o n v e r g e  to  the  exac t  va lue  by a b o u t  S~ whi le  the  
c a l c u l a t i o n  ba sed  on  basis  set e x p a n s i o n  r e q u i r e d  u p t o  40 func t ions  for  c o n v e r -  
gence.  These  resul ts  i nd ica t e  t ha t  the  L ie - a lgeb ra i c  a p p r o a c h  has  a far be t t e r  

TaMe 1. S-matrix elements at the end of the time development for different values of truncation index N 

N S, 

n 2 3 4 5 6 7 

E = 7ho) 
0 -- 0.7183 a - 0.7215 - 0.7214 - 0.7214 - 0 .7214  --0.7214 

-- 0.4109E + 2 b - 0A108E + 2 - 0.4108E + 2 - 0.4108E + 2 - 0.4108E + 2 -0.4108E + 2 

1 - 0 . 6 6 8 0 E - 1  - 0 . 7 3 5 6 E - 1  - 0 . 7 3 4 2 E - 1  - 0 . 7 3 4 2 E -  1 - 0 . 7 3 4 2 E - 1  -0.7342E--1 
- 0 . 1 1 8 0 E + 1  - 0 . 1 1 9 0 E + l  - 0 . 1 t 9 0 E + 1  - 0 . 1 1 9 0 E + l  - 0 . 1 1 9 0 E + 1  - 0 . 1 1 9 0 E + 1  

2 - 0 . 9 6 0 1 E - 2  - 0 . 8 2 2 4 E - 2  -0 .8177E--2  --0.8183E--2 - 0 . 8 1 8 3 E - 2  - 0 . 8 1 8 3 E - 2  
- -0 .6982E-2  - 0 . 7 8 4 5 E - 2  --0.7836E - 2  - -0 .7832E-2  - 0 . 7 8 3 2 E - 2  - 0 . 7 8 3 2 E - 2  

3 0 .1671E-4 -0.1273E - 1  - 0 . 1 5 2 5 E - 4  - 0 . 1 5 0 1 E - 2  --0.1499E-2 
0.7837E -- 4 0.1073E - 3 0.1046E - 3 0.1044E - 3 0.1044E - 3 

4 0.4216E -- 6 0.1421E - 5 0.1499E -- 5 0.1484E -- 5 
- 0 . 1 1 6 2 E - 5  - 0 . 1 7 2 2 E - 5  --0.1593E--5 -0.1587E--5 

5 - 0 . 2 1 7 7 E - 7  -0 .5331E--7  - 0 . 5 4 7 9 E - 7  
0.2703E - 8 0.8326E - 8 0.2900E - 8 

6 0.2800E - 9 0.1124E - 8 
0.6366E - 9 0.7951E - 9 

7 0.1183E- 10 
-- 0.2445E - 10 



2 0 4  

T a b l e  1. ( C o n t i n u e d )  

G .  M .  S a s t r y ,  M .  D .  P r a s a d  

N S .  

n 2 3 4 5 6 7 

E = 20hco 

0 - 0 . 4 3 4 6 E + 1  - 0 . 4 3 8 9 E + 1  - 0 . 4 3 9 3 E + 1  - 0 . 4 3 9 3 E + 1  - 0 . 4 3 9 3 E + 1  - 0 . 4 3 9 3 E + 1  

- 0 . 4 8 4 7 E + 2  - 0 . 4 8 3 2 E + 2  - 0 . 4 8 3 2 E + 2  - 0 . 4 8 3 2 E + 2  - 0 . 4 8 3 2 E + 2  - 0 . 4 8 3 2 E + 2  

1 - 0 . 4 0 8 9  - 0 . 4 9 6 4  - 0 . 4 9 3 1  - 0 . 4 9 1 9  - -  0 . 4 9 2 1  - 0 . 4 9 2 1  

- 0 . 2 7 4 7 E + 1  - 0 . 2 8 0 8 E +  1 - 0 . 2 8 1 4 E +  1 - 0 . 2 8 1 3 E +  1 - 0 . 2 8 1 3 E +  1 - 0 . 2 8 1 3 E + 1  

2 - 0 . 5 8 0 6 E  - 1 - -  0 . 4 6 7 0 E  - 1 - 0 . 4 3 3 7 E  - 1 - 0 . 4 3 9 2 E  - 1 - 0 . 4 4 0 4 E  - 1 - 0 . 4 4 0 0 E  - 1 

- 0 . 4 2 5 5 E - 1  - 0 . 5 5 5 3 E - 1  - 0 . 5 3 9 6 E - 1  - 0 . 5 3 3 1 E - 1  - 0 . 5 3 4 4 E - 1  - - 0 . 5 3 4 6 E - 1  

3 - 0 . 4 3 5 0 E - 4  - 0 . 4 8 5 8 E - - 3  - 0 . 6 5 3 1 E - 3  - 0 . 5 9 4 6 E - 3  - 0 . 5 8 6 9 E - 3  

0 . 8 1 2 1 6 E  - -  3 0 . 1 3 3 3 E  - 2 0 . 1 1 5 8 E  - 2 0 . 1 1 1 6 E  - 2 0 . 1 1 3 4 E  - 2 

4 0 . 1 5 7 1 E  - 4 0 . 4 2 5 4 E  - -  4 0 . 4 8 9 8 E  - 4 0 . 4 3 7 4 E  - 4 

- 0 . 1 1 4 5 E - 4  - - 0 . 2 5 1 1 E - - 4  - 0 . 1 2 1 0 E - 4  - 0 . 1 0 4 1 E - 4  

5 - 0 . 6 4 5 3 E - 6  - 0 . 1 7 5 4 E - 5  - 0 . 1 8 6 4 E - 5  

- 0 . 7 0 0 9 E  - 6 - -  0 . 5 4 7 3 E  - -  6 - 0 . 1 3 3 2 E  - -  5 

6 - -  0 . 6 7 5 6 E  - 8 0 . 2 3 9 7 E  - -  7 

0 . 6 6 3 7 E  - 7 0 . 7 2 8 2 E  - 7 

7 0 . 2 5 3 9 E  - 8 

- - 0 . 2 8 1 2 E  - 8 

a R e a l  p a r t  o f  S 

b I m a g i n a r y  p a r t  o f  S 

T a b l e  2.  T r a n s i t i o n  p r o b a b i l i t i e s  0 --, 0,  1, 2, 3 as  a f u n c t i o n  o f  t h e  t r u n c a t i o n  i n d e x  N 

N 2 3 4 5 6 7 

E n e r g y  

4 0 . 7 5 4 4 "  0 . 7 5 3 8  0 . 7 5 3 8  0 . 7 5 3 8  0 . 7 5 3 8  0 . 7 5 3 8  

0 . 1 4 0 4  b 0 . 1 4 1 5  0 . 1 4 1 5  0 . 1 4 1 5  0 . 1 4 1 5  0 . 1 4 1 5  

0 . 2 7 6 4 E  - -  2 c 0 . 2 7 9 1 E  - -  2 0 . 2 7 9 1 E  - 2 0 . 2 7 9 1 E  - 2 0 . 2 7 9 1 E  - 2 0 . 2 7 9 1 E  - 2 

0 . 8 2 1 9 E  - 6 d 0 . 8 2 2 1 E  - 6 0 . 8 2 2 1 E  - -  6 0 . 8 2 2 1 E  - 6 0 . 8 2 2 1 E  - 6 

10 0 . 4 7 4 2 E  - 1 0 . 4 6 5 9 E  - 1 0 . 4 6 5 9 E  - 1 0 . 4 6 5 9 E  - 1 0 . 4 6 5 9 E  - 1 0 . 4 6 5 9 E  - 1 

0 . 1 6 6 6  0 . 1 6 8 0  0 . 1 6 8 0  0 . 1 6 8 0  0 . 1 6 8 0  0 . 1 6 8 0  

0 . 2 4 3 1  0 . 2 4 9 5  0 . 2 4 9 3  0 . 2 4 9 3  0 . 2 4 9 3  0 . 2 4 9 3  

0 . 1 9 4 1  0 . 1 9 3 9  0 . 1 9 3 9  0 . 1 9 3 9  0 . 1 9 3 9  

16 0 . 1 4 9 6 E  - 2 0 . 1 4 1 8 E  - 2 0 . 1 4 1 4 E  - 2 0 . 1 4 1 5 E  - 2 0 . 1 4 1 5 E  - 2 0 . 1 4 1 5 E  - 2 

0 . 1 1 3 2 E  - -  1 0 . 1 1 2 0 E  - 1 0 . 1 1 1 9 E  - 1 0 . 1 1 1 9 E  - 1 0 . 1 1 1 9 E  - 1 0 . 1 1 1 9 E  - 1 

0 . 4 0 3 8 E  - 1 0 . 4 1 2 6 E  - 1 0 . 4 1 2 5 E  - 1 0 . 4 1 2 5 E  - 1 0 . 4 1 2 5 E  - 1 0 . 4 1 2 5 E  - -  1 

0 . 9 3 7 7 E  - 1 0 . 9 3 7 0 E  - 1 0 . 9 3 7 0 E  - -  1 0 . 9 3 7 0 E  - 1 0 . 9 3 7 0 E  - 1 

2 0  0 . 1 6 7 6 E  - 3 0 . 1 5 3 8 E  - 3 0 . 1 5 2 5 E  - 3 0 . 1 5 2 7 E  - 3 0 . 1 5 2 7 E  - 3 0 . 1 5 2 7 E  - 3 

0 . 1 6 4 4 E  - 2 0 . 1 5 9 4 E  - 2 0 . 1 5 8 8 E  - 2 0 . 1 5 8 8 E  - 2 0 . 1 5 8 8 E  - 2 0 . 1 5 8 8 E  - 2 

0 . 7 8 1 6 E  - 2 0 . 7 9 1 0 E  - 2 0 . 7 8 9 8 E  - -  2 0 . 7 8 9 7 E  - 2 0 . 7 8 9 7 E  - 2 0 . 7 8 9 7 E  - -  2 

0 . 2 4 9 9 E  - 1 0 . 2 4 9 7 E  - 1 0 . 2 4 9 7 E  - 1 0 . 2 4 9 7 E  - 1 0 . 2 4 9 7 E  - 1 

a,b,c a n d  d r e p r e s e n t  0 ~ 0, 0 ~ 1, 0 ~ 2 a n d  0 - ,  3 t r a n s i t i o n  p r o b a b i l i t i e s ,  r e s p e c t i v e l y  
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convergence pattern than a linear basis set expansion. A few comments on the 
computational resources required for the Lie-algebraic approach are in order. In 
general, we found that the working equations by the Lie-algebraic method were no 
stiffer than the corresponding basis set expansion approach. Thus, step lengths of 
the same magnitude were required in both cases. Though the Lie-algebraic ap- 
proach requires the integration of nonlinear equations, these require much less 
time than the basis set expansion since the number of variables required to achieve 
convergence is much less in this case. 

4 Concluding remarks 

In this work, we have constructed the exact time evolution operator for anhar- 
monic oscillators by the Lie-algebraic method. The hamiltonians of all such 
systems irrespective of the particular interaction that characterises the system 
belong to an infinite dimensional algebra. This poses two problems in addition to 
the number of operators when a canonical representation of a single exponential is 
used to parameterize the evolution operator [16]. First, the expressions in the 
equations for the generators contain infinite order polynomials even when the 
operator set is restricted, necessitating further (and perhaps uncontrolled) approxi- 
mations. Second, the derivative terms, in the most general case, are multiplied by 
polynomial functions of the coefficients appearing in the generator of the evolution 
operator. No unique solution to the corresponding equation is possible if any of 
these functions were to become zero at some stage of the evolution. We have 
circumvented these two problems by parameterizing the evolution operator in 
a Wei-Norman product form. In addition, the equations of motion for different 
groups of generators were decoupled by invoking a reduction principle. 

The algebra of anharmonic oscillators can be realized in two different forms. 
Adopting the boson ladder operator representation, we found that the resulting 
algebraic evolution operator is just the time dependent generalization [23] of the 
CCM wave operator. Realizing that the logarithm of the wave operator is an 
additively separable operator asymptotically, the CCM postulates an exponential 
wave operator for the vacuum states [30] 

Uo = exp(S) (4.1) 

and decomposes the cluster operator into one, two, three . . . .  , N-body excitation 
operators. Generalizing to the open-shell systems, the CCM posits [29] 

U = UcUv (4.2) 

where Uv is expected to account for core-valence and valence-valence interactions. 
At this stage, an operator redundancy is found, since the equations corresponding 
to different operators (for example a ÷ and a+2a) cannot be separated. To avoid 
this, the "subsystem embedding condition" is imposed [29]. According to it, the 
cluster amplitudes corresponding to the fewer particle subsystem remain un- 
changed when it is embedded in a larger system. Within the framework of the 
algebraic theory, the subsystem embedding condition emerges naturally, since it is 
a consequence of the decoupling of the equations of motion o f  the relevant 
operators. We have discussed two different orderings of the operators which 
correspond to the NCCM and ECCM, in this context. Each has its own advantages 
and depending upon the quantity of computational interest, one or the other 
becomes the preferred method. 
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(The applicability of the CCM for evaluating the ground state energy of the 
AHOs has been studied quite extensively over the past few years [33-38]. One of 
the major findings of these studies is that the CCM provides a rapid convergence 
(relative to a linear basis set expansion) upto a point. We find a similar situation in 
the present time dependent context also. Second, Kaulfuss and Altenbokum [35] 
showed that the CCM wave functions in the boson representation are not always 
normalizable and thus may not form part of any L2 discretizable Hilbert space. 
While this aspect of the CCM is not satisfactory, it does not hinder the calculations 
of any physicaly relevant quantities such as expectation values since U ÷ can be 
replaced with U- 1 and Hausdorff expansion provides a simple recipe to evaluate 
the resulting expression. Third, several authors noted the existence of multiple 
solutions for the CCM equations for the ground states [36, 37]. In the context of 
the time dependent Schroedinger equation these additional roots have no direct 
role to play, since one integrates first order differential equations in time as an 
initial value problem. However, since the solution oscillates around the roots of the 
stationary state equations, these spurious roots might affect the transition proba- 
bilities. While we found no evidence of this in our calculations, further work on the 
nature of such spurious roots might throw more light on their influence on the 
dynamics. 

The advantages of the exponential ansatz from a computational point of view 
appear at two levels. Since the quantity of primary interest is cluster operator 
S = ln(U), we can expect a better convergence pattern because the logarithmic 
function changes more slowly than the linear function. Our numerical studies in 
Sect. 3 give support to this expectation. While the results presented in Sect. 3 are 
on one class of anharmonic systems, we stress that the formalism developed in 
Sect. 2 and the conclusions drawn here are more general and are valid for any 
anharmonic system, because, as we have shown in Sect. 2, all anharmonic systems 
with a given number of degrees of freedom belong to the same Lie-algebra. We also 
note that the wave function in the algebraic approach receives contributions from 
all the basis functions in the Hilbert space because of its exponential structure. For  
example, 

U010) = exp [ ~  S,~oa+~'10 ) 
m 

= exp(Soo){]0) + SloL1) + ($2o + $2o/2!)]2) + ... }. (4.3) 

Even when S is approximated by a finite number of operators, the series in (4.3) 
contains all the basis functions in the Hilbert space, though the coefficients of some 
of these basis functions are dependent on the coefficients of the lower functions. 
This greater flexibility in the definition of the underlying wave function encompass- 
ing the entire Hilbert space of the wave functions is at the origin of the faster 
convergence pattern exhibited by the algebraic approach. Second, for multidimen- 
sional systems, the size of the basis set required for C.I. based approaches increases 
exponentially with the number of degrees of freedom in the system. There has been 
considerable progress in recent years in propagating wave functions in time [1, 39] 
using discrete variable representation [40]. These methods primarily try to im- 
prove the efficiency of the matrix multiplication H with q0 by exploiting the 
separability of some zero order hamiltonian such as the kinetic energy operator 
such that the computational resources scale linearly with dimension of the Hilbert 
space N. Thus, the exponential increase in the system requirement remains in all 
such approaches [391. On the other hand, we expect the number of cluster 
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operators required to provide a numerically converged U to increase only linearly 
with the number of degrees of freedom since S is the logarithm of U. These features 
make the algebraic approach particularly well suited for the description of dynam- 
ics on multidimensional anharmonic surfaces. 

Lastly, we return to the choice of the basis vectors to the operator space. As 
mentioned earlier, the AHO operator space can be realized in the coordinate space 
as L 0 = {qmpn; 0 ~< m, n ~< oo } where q and p are the coordinate and momentum 
operators respectively. The decoupling procedure discussed in Sect. 2 is operative 
here also and the evolution operator can be written as, for example, 

exp[ ~=aS,,oq"Jexp} ~=2S,,lqmp[ ... (4.4) U =  

An approach based on such a representation would be more convenient if the 
calculations were being carried out in the coordinate space (such as the grid 
techniques [1]). The disadvantage of this representation over the boson representa- 
tion is that there are no natural "annihilation operators" in this case. Thus one 
is obliged to carry out the calculation by including both q and p operators to the 
same order and accepting nonterminating series. 
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